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/v Monitorability

AARHUS UNIVERSITET
« According to Bass et al. (2012)

Monitorability

Monitorability deals with the ability of the operations staff to monitor the system while it
is executing. Items such as queue lengths, average transaction processing time, and the
health of various components should be visible to the operations staff so that they can take
corrective action in case of potential problems. Scenarios will deal with a potential
problem and its visibility to the operator, and potential corrective action.
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- From my own backyard...

AARHUS UNIVERSITET

* Christmas lunch with the family

— Ups...

« What’s the first thing you

want to know? What the
hell has gone wrong?

« Easier in a monolith
— One system, one log

* Microservices?

— 30 systems, one big mess

BbitMQ Management

£ B

caudk

vverview

The nature of the partition is as follows:

Node Was partitioned from
rabbit@ecosensema01 rabbit@ecosensemaqo2
rabbit@ecosensemq02  rabbit@ecosensemqo1
While running in this partitioned state, changes (such as queue or exchange declaration and binding) which take place in one partition will not be visible to other partition(s).
Other behaviour is not guaranteed.

More information on network partitions.

Totals

Queued messages

Ready | ™ 223003 msg

Unacknowledged 0 msg

Total M 223003 msg

o= Publish 5.0/5

Deliver | 0.00/s
Redelivered M 0,00/5

5:30 6i52 654 555 6i58 Acknowledge M 0.00/s

Nodes
Name File descriptors (7) Socket descriptors (?) Erlang processes Memory Disk space Uptime Type
rabbit@ecosensemq01 236 48.8M8 67.468 20d22h  Disc ¥
rabbit@ecosensema02 Disc stats

Ports and contexts

D.
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/v Monitor System

AARHUS UNIVERSITET

« So0 - what do we want to monitor?
— Data that allows us corrective action

* Which boils down to three things
— That we have data — live and historic
* That s, our services must provide data
— That data provides the information that allows corrective action
« That is, our services must provide the right and relevant data

— And - that we can actually find/overview that required data
« That s, our services’ data is available, searchable, and meaningful



/v Monitor System

AARHUS UNIVERSITET

« So0 - what do we want to monitor?
— Data that allows us corrective action

 And what data may that be?

 Three major classes
— Hardware related data: CPU, Disk, IO, Memory, ...
— Domain related data: User behavior, Access patterns,
— Architecture related data: Performance, Availability, ...

— Requires set of tools and techniques



/v Metric Types

AARHUS UNIVERSITET

 Three major classes
— Hardware related data: CPU, Disk, IO, Memory, ...
— Domain related data: User behavior, Access patterns,
— Architecture related data: Performance, Availability, ...

« Alternative, not completely orthogonal terms

— System metrics Operating system/hardware
— Platform metrics Framework/JVM
— Application metrics Own logging at application level

* Splunk terminology
— Logging for debug, Semantic Logging



/v Terminology

AARHUS UNIVERSITET
« Newman is in his usual ‘hand waiving’ mode

« Adrian Cole defines Observability
— Logs recording events
— Metrics data combined from measuring events
— Tracing recording events with causal ordering

* ExX Focal areas
— Log quote service failure Aggregatube
— Measure # users each hour Tracing ‘

Request
— Trace call seq for cmd ‘quote’
command Logging

Metrics

scoped

https://www.dotconferences.com/2017/04/adrian-cole-observability-3-ways-logging-metrics-tracing



/v Monitoring Anti-thesis

AARHUS UNIVERSITET

« Let us try to negate the statement
— Data that allows us corrective action

« What can lead to situations in which we cannot start
corrective actions?

« EXercise — your system breaks and you cannot correct
 Name the issues that may lead to this situation...



Single Service, Single Server

AARHUS UNIVERSITET

* The ‘'simple case’
— Monitor the machine
* Nagios, ‘htop’, ...
— Access to log files
« Ssh, and ‘more’ ©
— Application monitoring
« E.g. response time

v
Music shop

€ @ 10.11.8251/nagi

Nagios’

General

Home
Documentation

Current Status
Tactical Overview

Host Groups
summary
Grid

Senvice Groups

Problems
Senices (Unhandled
Hosts (Unhandled)
Network Outages

Quick Search:

Reports
Availability
Trends
Alerts

History

Summary

Histogram
Notifications
Event Log

System
Comments
Downtime
Process Info
Performance Info
Scheduling Queue
Configuration

/ N Nagios Core | Weekplan for CloudArch x

5

Current Network Status

Last Updated: Tue Jul 28 08:56:03 CEST 2015
Updated every 80 seconds

Nagios® Core™ 35.1
Logged in as nagiossdmin

nagios.org

Service Status Detall For All Host Groups
Host Status Detail For This Host Group
Status Overview For This Host Group
Status Summary For This Host
View Status Grid For This Hos!

@ || Q Search

Host Status Totals
Up Down Unreachable Pending

#8934 40 D O &P

Service Status Totals
Ok Warning Unknown Critical Pending

B o] ECE e e
All Probiems All Types All Problems All Types
D

[ =]

Service Status Details For Host Group 'production-servers’

Limit Resutts:| 100w

Host *# service % Sials *% LastCheck #%  Duration #4
Current N .
EcosenseBk Coeavepe 0K 2015-07-26 085343 042h 19m37s
Current
Users oK 2015-07-26 085526 30d 22h 32m 37s
HRPE
Dekopace | WARNNG |2015.07.28085526 13 18h 15m3Ts
Current
EeosenseDpor L oK 2015.07-26 085626 0421 6m 375
Current
Users oKk 2015-07-26 085725 04220 50m37s
NRPE
Dekepace | WARNNG | 2015.07.25 085643 03220 51m20s
 Cument . . .
EcosenseDpoz DS |OK 2015-07-26 085338 041 24m 258
Current
Users oK 2015.07-26 085633 040 21m25s
HRPE
5:;;”“3 CRITICAL | 2015-07-28 08:55:38 0d 9h 37m 258
. Cument
EcosenseDB03 L 0K 2015-07-26 085438 04 1h 33m25s
Current
Users oK 201507-26 085350 04220 44m 135
HRPE
e WARNNG | 2015-07-28 0855:50 0d 22h 47m 135

Results 1- 12 of 12 Matching Services

Attempt # Status

114

4

OK-Ioad average: 0.0, 0.01, 0.05

USERS OK - 0 users currently logged in

DISK WARNING - free space: / 66488 MB (91% inode=07%: idev
99%): /run 395 MB (99% inode=99%}; /runfiock

1968 MB (99% nod
£ 1B (100% node=00%): frun/shm 1977 MB (100% node=09%).
/boot 143 MB (6% inode=09% ). /data 700330 NB (18%
n0de=99%).

OK - Ioad average: 0.05, 0.07, 0.05

USERS OK - 0 users currently logged in

DISK WARNING - froe space: / 442255 MB (1% inode=99%): idev.

16080 MB (9% inode=88%): frun 3217 MB (39% inode=59%):
irunilock § MB (100% node=08%): irun/shm 16089 WB (100%
n0de=99%): /boat 120 MB (5% node=08%):

OK- load average: 0.00, 0.07, 0.05

USERS OK - 0 users currently logged in

DISK CRITICAL - free space:/ 428440 B (10% node=89%): dev.

16080 MB (33% inode=35%): srun 3217 WB (9% inode=55%):
irunilock 5 MB (100% inode=58%): frun/shm 18083 MB (100%
inode=99%): lboot 143 MB (B6% inode=08%):

OK- Ioad average: 0.01,0.02, 0.05

USERS OK - 0 users currently logged in

DISK WARNING - free space: / 525884 MB (13% node=00%): fdev

18080 MB (99% inode=09% ). frun 3217 MB (99% inoUe=00%):
irunilock S MB (100% node=88%): irun/shm 16088 WB (100%
iN0de=99%): /boot 85 MB (45% M0Ue=88%):

Henrik Baerbak Christensen




/v Metrics Collection
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« Actually a bit of application metrics is collected by the
URITunnelServerRequestHandler of the Frds.Broker
library:

CS@AU Henrik Baerbak Christensen 10



Y Single Service, Multlple Servers

AARHUS UNIVERSITET

« Horizontal Scaling
Monitor all machines
Aggregate logs!

( Load balancer A
/ \

R | Y
Musicshop | | Music shop Music shop
Instance 1 Instance2 | | Instance 3

Host | Host | Host |

Fioure 8-2. A single service distributed across multiple hosts

CS@AU Henrik Baerbak Christensen
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- Swarm Aggregates Logs

AARHUS UNIVERSITET

 On a per-service level
— Which makes sense...

csdev@m51:~/pro) d

[INFO]

[INFO] e : :

[INFO] org.ce e.je : St avenging ever
[INFO] clipse. jetty erver :: Start

[INFO]

ueueSize=500}
1. am - [INFO] db.driver.cluster :: Cluster des

ut

 However, to diagnose one service some filtering is
required

CS@AU Henrik Baerbak Christensen 12



/v Multiple Services, Multiple Servers

AARHUS UNIVERSITE
* Now it gets nasty ® (e )
Service Service Carvice Web frontend
instance instance instance - :
Web frontend E, l
ey ' f Login service —l
- Customer service | Music catalog
A%S Honest Status Page |
. g @honest_update Figure 8-3. Multiple collaborating services distributed across multiple hosts

We replaced our monolith with micro services so that

every outage could be more like a murder mystery.

4:10 PM - Oct 7, 2015 - Buffe

* "Answer is collection and central aggregation” Newman, p 158]

CS@AU Henrik Baerbak Christensen 13




/v
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S0 — we need something to aggregate logs from many

Individual services...

CS@AU

Aggregation

L

.

N ,

Service J—-b

Application

log

v

System
log

-

\

B 3

[ ElasticSearch ]

/

Logstash

J K
~ Host '

{

Kibana

)

7

L

A

Host |

Host |

Host

Figure 8-4. Using Kibana to view aggregated logs

Henrik Baerbak Christensen
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* The classic solution to log aggregation is ELK

— Logstash

» Log ‘ingest pipeline’, collect logs
from all services

— Elasticsearch
« JSON-based search engine

N

B) Discover

180 hits

®

23

ELK Stack!

Get #?

KaL BV Last1s minutes

— Kibana

@ +Addfiter

* Flexible visualization tool e

Count

@ © @timestamp

* Tried it for MSDO o TS

t _index ime

# _score > ¥ay 27, 2019 @ 12:55:20.008

t ype

— ® Really heavy machinery ® - -

@ ot oaun

t bytes > Way 27, 2019 @ 12:55:15.000

— And hell to get going ® .

t geoip.continent_code
t geolp.country_code2 > Way 27, 2019 ® 12:55:10.008
t geolp.country_code3

5t geopcountry_name

CS@AU Henrik Baerbak Christensen

E Elasticsearch

L Logstash

K Kibana

Show dates C Refresh

May 27, 2019 @ 12:40:23.914 - May 27, 2019 @ 12:55:23.914 —  Auto v
24300 124400 124500 124800 24800 124900 125000 125100 125200 125300 125
@timestamp per 30 seconds
agent: “Mozilla/s. (Macintosh; Intel Mac 05 X 18.6; rv:9.8.1) Gecko/26168181 Firefox/9.8.1

request: /category/ne

[

10.6; rv:9.8.1) Gecko/20180181 Firefox/9.8.1

+0888] “GET /c: HITP/1.1" 208 58

Verb: GET host: 1p-172-31-18-251 ident: - bytes: 58 auth: - geoip.ip

agent: “Mozilla/s.8 (compatible; WSIE 9.8; Windows NT 6.1; Trident/5.8)
/home/ubuntu/apache-daily-access.log message: 48.153.66.182 - - [27/May/2819:09:55:15 +0098]
POST /search/7c=Electronics HTTP/1.1° 208 162 */search/7c=Toys+Sof tware’

oversion: 1 path:

Windows NT 6.1; Trident/5.8)

orking @version: 1 path: /home/ubuntu/apache-daily-access.log message

12:55:00

196.57.163.48 - -

-* "Mozilla/5.8 (Macintosh; Intel Mac OS X

etinestamp: ay 27, 2819 @ 12:55:28.000 referrer: "=

response: 208

196.57.163.48 geoip.country_code3: US

request: /search/7c=Electronics

Mozilla/s.@ (conpatible; MSIE 9.0
Gtinestanp: May 27, 2019 © 12:55:15.000 referrer

/search/7c=Toys+Sof tware’

response: 200 verb: POST host: ip-172-31-18-251 ident: - bytes: 182 auth: - geoip.ip: 49.153.66.162

agent: “Mozilla/s.8 (compatible; WSIE 9.8; Windows NT 6.1

aversion: 1 path
“GET /item/Sewelry/
Wonsa; Trident/s.0)

/home/ubuntu/apache-

WOWs4; Trident/5.8)" request: /iten/jewelry/971
y-access.log message: 136.33.172.108 - - [27/May/2619:89:55:18 +0088]

971 HTTP/1.1" 288 139 */category/sof tware" “Wozilla/5.9 (conpatible; WSIE 9.8; Windows NT 6.1

etimestanp: May 27, 2619 0 12:55:16.808 referrer

Icategory/software”

response.

200

15



VeV Service Metrics

AARHUS UNIVERSITET
« Section is about what | would call ‘domain metrics’
— Or ‘'semantic logging’ in the Splunk paper
« Our service logs data related to the domain it handles
— EXxpose number of times customers view past orders

— How big is today’s sales
— Which features are use, and how often, and how

 Why
— Improve service based upon real data
— Humble: ‘Are we building the right thing’ / scientific experiments



/v Example

AARHUS UNIVERSITET
 Example (From the Splunk paper)

void submitPurchase(purchaseld)

{

log . info("action=submitPurchase5tart, purchaseld=¥d", purchaseld)

FFf These calls throw an exception on error:

submitToCreditCard(. ..}

generatelnvoice(. . )

generatefullfillmentOrder(. . .)

log  info("action=s5ubmitPurchaseCompleted, purchaseld=%¥4", purchaseld)
1

1

® Graph your purchase volume by hour, by day, and by month.

Find out how long purchases take during different times of the day and days of the week.

Find out how long purchases are taking now compared to last month.

Find out whether systems are getting slower.

Find out how many purchases are failing, and graph these failures over time,

Find out which specific purchases are failing.

CS@AU Henrik Baerbak Christensen 17



/v Semantic Monitoring

AARHUS UNIVERSITET
« Wrongly headlined as ‘Synthetic Monitoring’ in the book

« A synthetic transaction is a ‘fake event’

— Can then be monitored for ‘proper behavior’ of system
« Does system handle event properly within timelimit?

— Of course, important to isolate from real events

* WarStory:
— Large number of washing machines arrived at head office ©

* Preferably over monitoring hardware metrics, like CPU

— Blocked threads may halt a system even though CPU is fine...
CS@AU Henrik Beerbak Christensen 18




/v Semantic Monitoring

AARHUS UNIVERSITET
e How to do I1t?

« Well, you already have the infrastructure ©

« Itis atestjourney! The test cases have (almost) been
written.

« Again, care must be taken to handle synthetic events in a
way that does not influence real behaviors...



/v Similar Example

AARHUS UNIVERSITET
* | worked in the HealthCare domain for some years
_ Sundhedsvaesenet har behov for at anvende valide personnumre med fiktive data i
N ancy produktionsmiljeer til brug for test. Anvendelsen af "rigtige” CPR-numre til
e 251248-9996 testformal har gennem mange ar vaeret nadvendig for at sikre korrekt anvendelse,

funktionalitet og til fejlfinding i sundhedssektorens it-systemer. Hidtil har der varet

brugt varierende testpersoner, hvorl Nancy Ann Berggren jhok er den mest kendte.

* She has suffered all diseases ever invented ®
website

Warstory: The letter to most wealthy customers of US bank.

Imhotep Henrik Baerbak Christensen 20



/v Correlation ID

AARHUS UNIVERSITET

* One big issue in MS architectures

— Any given event/transaction may involve partial processing by a
set of services

« That s, there is not five log messages from the ‘processlitem()’
method execution...

* There are two log messages in one service, three in another, two in
a third one, etc.

— And all are interleaved with processing of other transactions!

« Traceability is lost! No ‘stack-trace’ to diagnose ®



/v
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 Correlation ID:

Correlation ID

— A UUID generated by the initiating call, and then passed along to

all subsequent calls

}

15-02-2014 16:01:01 Web-Frontend INFO [abc-123] Register

15-02-2014 16:01:02 RegisterService INFO [abc-123] RegisterCustomer ..

15-02-2014 16:01:03 PostalSystem INFO [abc-123] SendWelcomePack ...
15-02-2014 16:01:03 EmailSystem INFO [abc-123] SendWelcomeEmail ...

15-02-2014 16:01:03 PaymentGateway ERROR [abc-123] ValidatePayment ...

lRegister customer

Web frontend

A

Cdrrelation ID: abc-123

Registration
ERROR! service
D: abc—]B‘ < < D ap(-1z3 lle:abc-lB
Payment postal | Email
gateway - system system :

Figure 8-5. Using correlation IDs to track call chains across multiple services

CS@AU Henrik Baerbak Christensen
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Y Example

AARHUS UNIVERSITET

« RabbitMQ uses Correlationld’s to match replies with
proper requests when it simulates RCP calls

CS@AU Henrik Baerbak Christensen 23



eV Exercise

AARHUS UNIVERSITET
« SkyCave’s initiating call hits ... where?

» |s SkyCave prepared for using Correlation IDs?

CS@AU Henrik Baerbak Christensen 24
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AARHUS UNIVERSITET

« An aggregated log of 30 services, each with 30 different
approaches to how log messages are formatted...

« ... leads to too much time spent on formulating very
complex queries...

Standardization

« Standardization is the name of the game.

 Return to that in a moment.



/v
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CS@AU

Tools and Libraries

Sigh — one zillion options

Henrik Baerbak Christensen
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 The Hardware side
— Nagios
— collectd
— Windows: PerfMon
— MetricBeat

What does collectd do?

collectd gathers metrics from various sources, e.g. the operating system,
applications, logfiles and external devices, and stores this information or makes it
available over the network. Those statistics can be used to monitor systems, find
performance bottlenecks (i.e. performance analysis) and predict future system
load (i.e. capacity planning). Or if you just want pretty graphs of your private
server and are fed up with some homegrown solution you're at the right place,
too ;).

A graph can say more than a thousand words, so here's a graph showing the
+CPU utilization of a system over the last 60 minutes:

CPU 1 usage

o0

Jiffies
L0 T80L

A A
0 14:10

14

©0.00 Min, 83.46 Avg, 107.43 Max, 79,08 Last

0,00 Min, 0.00 Avg, 0,00 Max, 0,00 Last

0.00 Min, 6.39 Avg, 74,12 Max, 1.18 Last

0.09 Min, 11.04 Avg, 38.99 Max, 20.28 Last

B Systen 0.00 Min, 2.09 Avg 27.92 Max, 0.22 Last
@ SoftTRQ  ©0.00 Min, 0.30 Avg, 1.22 Max, 0.41 Last
IRQ 0.60 Min, 0.03 Avg, 0.10 Max, 0,00 Last
W steal 0.00 Min, 0.00 Avg, 0,00 Max, 0.00 Last

CS@AU

Hardware Data

Nagios Core

€ | @ 10.11.82.51/nagios3/ @ || Q Search w B + i ® D~ G- dil =
N a io sl? ‘Current Network Status Host Status Totals Service Status Totals
g Last Updated: Tue Jul 28 03:58:03 CEST 2015 ding Ok Warning Unknown Critical Pending
Updated every 90 seconds
oo LS s | E3 O
Logged i as nagiosaamin All Problems Al Types All Problems All Types
pome o] [ E
Documentation View Service Status Detail For Al Host Groups
View Host Status Detai For This Host Group
Current Status View Status Overview For This Host Group
5 5 View Status Summary For This Host Group
Tactical Overview View Status Grid For This Host Group
Map . " . : .
Hosts Service Status Details For Host Group ‘production-servers’
Services
Host Groups. Limit Results:
Z“':’”ﬁ’y Host *¥ Service *%  Status *# LastCheck *%  Duration ##  Attempt #¥ Status
i
Service Groups EcosenseBk E:;:;YRPE - 2015-07-28 08:5343 0420 19M3Ts 14 OK - Ioad average: 0.00,0.01, 0.05
Z“':ma'y Current
" Users 20150728 08:55:26 300220 32m 375 114 USERS OK - 0 users currently logged in
Problems R
Senvices (Unhandled) DISK WARNING - free space: /66438 MB (91% inode=57%}: idev.
Hosts (Unhandled) P 1963 B (99% Nnode=99%]: /run 395 MB (99% inode=99%): runfack
Network Outages e WARNNG | 2015-07-28 08:5526 14 18h 15m37s 44 5 MB (100% inode=99%): jrunishm 1577 MB (100% inode=03%)
Quick Search Jboot 143 MB (6% node=59%): /data 700330 MB (18%
1n0de=09%)
Current
EcosenseDBO1 20150728 085626 0d2h6m37s 14 OK - load average: 0.05, 0.07, 0.05
Load NRFE
Reports Current
Avallabilty i;z;r: 20150728 0857:26 0d 220 S0m37s 114 USERS OK - 0 users currentiy logged in
I’l:"n“: DISK WARNNG - free space: / 442255 MB (11% inode=99%). idev
Diskspace 16030 MB (38% inode=88%): /run 3217 WB (88% node=89%):
History NRPE R 0150723085643 D22nS1m20s - 414 irunllock § MB (100% inode=99%). irunishm 16089 KB (100%
Summary 1N04e=99%): /600t 120 B (S5% node=99%:

Caveat: You have to start some kind

of monitoring daemon on each
physical machine ®. Fiddling.

Henrik Baerbak Christensen

,0.01,0.08

rrently logged in

pace: / 428440 B (10% inode=89%): idev

) frun 3217 WB (98% inode=09%):
0de-89%): frun/shm 16089 WB (100%
1B (65% inode=99%):

,002,005

rrently logged in

pace: [ 525884 MB (13% inode=99%): /dev
}95%): /run 3217 WB (99% inode-99%):

0de=39%): frun/shm 16089 MB (100%
B (45% inode=99%)

27



eV Architecture + Domain Data

AARHUS UNIVERSITET
* Require logging in applications + Log aggregation

— Syslog (from the 1980’ies!)
— ELK

— And a zillion more, lots of vendors in this space...



/v Logging Versus Metrics

AARHUS UNIVERSITET
* Back to Adrian Cole Focal areas .
— Logs: events emitted 9”9“""”
* Log.info(“method=foo(), param=7"); Traeng
— Metrics: periodic aggregations S en Ul -

* meter = new Meter(“getQuote-requests”)

* meter.mark()
— Counts all ‘mark()’ calls associated with that meter
— Emits log message every 5 minutes with aggregated statistics

* Return to that later ©...
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Our Choice in MSDO

Humio



/v Why Humio?

AARHUS UNIVERSITET
humio

« Humio because

— Community Saa$S offering for free
— Built-in tutorial ©
« Lower the learning curve
— | made it run in one hour
« Compared to the tears | shed doing ELK
— It was a Danish (start-up) company
« Now sold for an astronomical amount

— And, | know the founder personally ©

CS@AU Henrik Baerbak Christensen 31
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Metrics Libraries

Example: Dropwizard Metrics
Just a simple Coding Kata



v Hello World Web App

AARHUS UNIVERSITET
* The simplest ‘Hello World® Spark-Java server:

private void registerRoutes() { =] Mozilla
port{9999]); :
; ¥
get( path "/hello/:name”, localhost:9999/hello/Msdo +

(reg, res) -=» { .
getRequests.mark(); < C @ © @ localhost

return "<H2=Hello to you " + req.params(":name"} + "</H2>";

} Hello to you Msdo

CS@AU Henrik Baerbak Christensen 33



/v Monitoring It

AARHUS UNIVERSITET
* The Registry; the Meter; and the SIf4J Reporter

final MetricRegistry metrics; . )
final Meter getRequests; @ Meter = ‘rate ,
final S1lfdjReporter reporter;

events pr second

public HelloSpark(} {
metrics = new MetricRegistry();
getRequests = metrics.meter( name: “get-requests”);

= S5lf4jReporter. forRegistry(metrics)
.outputTo(LoggerFactory.getLogger( name: “kata.sample"))
.convertRatesTo(TimeUnit.SECONDS)
.convertDurationsTo(TimeUnit.MILLISECONDS)
.build();
reporter.start( period 1, TimeUnit.MINUTES);
registerRoutes(); ) ;
} get( path: " /hello/:name",
(req, res) -= {
getRequests.mark();
return "<H2=Hello to you " + req.params(™:name") + "</H2>";

}

CS@AU Henrik Baerbak Christensen 34
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2020-03-18T10: .274+01
2020-03-18T10: L274+01
2020-03-18T10: .184+01
2020-03-18T10: .167+01
2020-03-18T10: .167+01
2020-03-18T10: .167+01
2020-03-18T10: .167+01

CS@AU

[INFO]
[INFO]
[INFO]
[INFO]
[INFO]
[INFO]
[INFO]

g LA gty s

org.eclipse.jetty.server. AbstractConnector B

org.eclipse.jetty.server.Server ::
sample ::
.sample ::
sample ::
sample ::
.sample ::

kata.
kata

kata.
kata.

kata

type=METER,

type=METER,
type=METER,
type=METER,
type=METER,

name=get - requests,
name=get- requests,
name=get- requests,
name=get- requests,
name=get- requests,

Output to Log4J

 Total counts, 1 minute mean, 5 minute mean, etc.

U P

Started ServerConnector@ce8fe25{HTTP/1.1, [http/1.1]}{0.0.0.0:9999}
Started @251ms
count=1, ml_rate=0.0807553668846787294, m5_rate=0.0028452503068887463,

ml5_rate=0.001653991118789713, mean_rate=0.016652130306912764,

count=4, ml_rate=0.05075219069655626, m5_rate=0.012246621633483888, ml5_rate=0.004310107250851028, mean_rate=0.03332333000845199, rat
count=4, ml_rate=0.0186706875516756, m5_rate=0.010026685752643365, ml5_rate=0.004032135439406559, mean_rate=0.022217796626972857, rat
count=4, ml_rate=0.0068685621027970295, m5_rate=0.008209155977137972, ml5_rate=0.003772090868158367, mean_rate=0.016664179717678078,
count=4, ml_rate=0.0025268027880283195, m5_rate=0.006721088455296787, ml5_rate=0.0035288173553361312, mean_rate=0.013331754886262039,
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/v Alternative: Graphite

AARHUS UNIVERSITET
« Alternatively, output Iis sent to Graphite

final Graphite graphite = new Graphite(new InetSocketAddress( , 20083));

final GraphiteReporter reporter = GraphiteReporter.forRegistry(registry)
.prefixedWith( )
.convertRatesTo(TimeUnit.SECONDS)
.convertDurationsTo(TimeUnit.MILLISECONDS)
.filter(MetricFilter.ALL)
.build(graphite);

reporter.start(1l, TimeUnit.MINUTES);

L - 2% Grafana Play Home - & < ZoomOust > @lastZhours &

Welcome to the Grafana demo site!

Graphite examples Misc Demo Dashboards

Annotations Graphite Carbon Metrics Elasticsearch Matrics

Graph styles 2 Graphite panel repaats ) Elasticsearch Templated

New features in v2.0 Temnplated Graphs Nested r InfluxDB Templated Queries
Ultimate Graphite Query Guide o Interval Template Variable

Prometheus - Demo Dashboard

Memory / CPU il Traffic In/Out

-
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/v Other Metrics Library
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* Micrometer
— Integration with Resilience4J!

MeterRegistry meterRegistry = new SimpleMeterRegistry();

CircuitBreakerRegistry circuitBreakerRegistry =
CircuitBreakerRegistry.ofDefaults();

CircuitBreaker foo = circuitBreakerRegistry
.circuitBreaker("backendA");

CircuitBreaker boo = circuitBreakerReglstry
.circuitBreaker("backendB");

TaggedCircuitBreakerMetrics
ofCircuitBreakerRegistry(circuitBreakerRegistry)
\ .bindTo(meterRegistry)
— So now your CB data is aggregated and logged periodically...

— And Micrometer can send data to Humio...
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/v
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Non-invasive Logging



VeV Sidecars

AARHUS UNIVERSITET
» ‘Decorator pattern’ on services

 https://docs.microsoft.com/en-
us/azure/architecture/patterns/sidecar

Solution
Co-l hesive set of tasks with the primary application, but pl hem inside th wn pi
providing a homogeneous interface for platform i languag

Sidecar

. . Peripheral tasks such as:
Primary Application P
+ Platform abstraction

+ Proxy to remote services
+ Logging

+ Configuration

Core functionality

CS@AU Henrik Baerbak Christensen
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Y Summary
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* Phew...

« Vast and important topic

— | looked real hard to find a terminology strong classification of the
topic...
| am still searching

* But — the key concepts are...



/v Key Concepts

AARHUS UNIVERSITET

* Monitorability: Ability to monitor system while executing,
to take corrective action in case of potential problems

 Classes of data
— Hardware data, architectural data, domain data

« Classes of ‘events’
— Logging (event), Metrics (aggregates), Traces (correlated events)



